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Frequencies and Descriptives

Se Iecti ng the Ana |VSiS fﬁi'onesamnle.sav [DataSet1] - IBM SPSS Statistics Data Editor ~ o X
File Edit View Data Transform Analyze Graphs Utilties Extensions Window Help
i H L] Power Analysis y == A (T
1. First, enter the data (described elsewhere). A8 0 e Meta Analysis . d @ E
18 Visible: 1 of 1 Variables
Reports >
£ one " Descriptive Statistics > @ -
P . 4 SCh| isti Frequencies ~
“ 1 00 Lrequs
2. After the data are entered, select the “Analyze —> Descriptive Statistics ! © Pt Sitioics T e
—> Frequencies” option from the main menu. 2 200 o > [3 Population Descriptives
4 500 Compare Means and Proportions >
5 400 m Percentiles.
General Linear Model >
6 7.00 &, Explore
7 400 Generalized Linear Models >
8 9.00 Mixed Models > K TURF Analysis
Connlats , [ Crosstabs
Regression > [ Ratio
Loglinear > [EP Plots
Neural Networks > B Two-Vanable or Group Q-Q Plot
Classify > @ QQPlts
Dimension Reduction >
Scale >
Nonparametric Tests > @
s Forecasting > >
Ovenview Data View Variable View Surwval >

Obtaining Frequencies (@ | : )

File Edt View Data TIransform Analyze Graphs \Utilties Extensions Window Help

3. A dialogue box will then appear for you to choose the variables of HEe Qe FLfE A EE 0
intereSt. 18 : — — — — .Visiue 1nfj Variables
1 00 8 Frequencies x -
4. Select the variables you wish to analyze by clicking on them and then : oo Variable(s) :
the arrow to move them into the “variables” box. : 2 ¢ Oucome [Oucome] [ S2=1cs
-] T.00
5. Be sure that “Display frequency tables” is checked. Without this ! e .
checked, you will not get a frequency distribution. x
1
6. If all you wish is a frequency table (with no histogram or summary . BAupey foquercytables  [Ticrese APA il athes
statistics), click “OK.” A separate window with the output will appear. : : L
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File [Edt View Data Transform Analyze Graphs Utilities Extensions Window Help

HE Qe FLIFAEBT 00

Obtaining a Histogram

7. To obtain a histogram, click on the “Charts” button. Another dialogue

. 18 Visible: 1 of 1 Vanables
box will appear. 2 oo - - : ;
1 00 ] 13 Frequencies: Charts X -
. . 2 00

8. In this box, select “Histogram.” - 5 Chart Type -

4 500 O None [staus
. . . . .. . 5 4.00 O Bar charts Charts

9. Click “Continue.” This will return you to the original dialogue box. . 700 O chats -
; ;gz Qunstogams: \é
g [[] Show normal curve on histogram 1 Style |
)
1 ADisplay frequt. © o s
| B |

T ——

<

Overvew Data View Vanable View

Obtaining Descriptive Statistics

Fde Edt View Data TIransform Analyze Graphs Utilites Extensions Window Help

i AN — FEp ] A ENs JXL W eR Al
10. To obtain summary statistics, select “Statistics.” Another dialogue box He 0 V'@ requences: s x D EI

Wi” appear' ke & Percentile Values Central Tendency Visidle: 1.of 1 Variables
Qutcome vat var vai
7 N | Quartiles M Mean o
. . 2 00 [C] Cyt points for equal goups [ Megian
11. In this box, you can request that SPSS calculate the mean, variance, and 3 200 [ ercentile(s) [ Mode
standard deviation (or median and quartiles). : o i [ sum
6 7.00
. . L. . . . . 7 00 '
12. Once you have selected the desired statistics, click “Continue.” This will A o
return you to the original dialogue box. : |
1 [ Values are group midpoints | |
: .‘ | Dispersion Distribution ‘
13. After clicking on “OK” in the original dialogue box, a separate window 5 [ Std. deviation [] Minimum [] Skewmess |
with the output will appear [M\ariancq  []Mayimum [0 urosis
. 15 [CJRange [JSE mean
: . S — " <
3 i >

Overview Data View Vanable View

Your data have now been analyzed!




Transformations and Standardized Scores

Selecting the Analysis

1.

2.

First, enter the data (described elsewhere).

After the data are entered, select the “Analyze — Descriptive Statistics
—> Descriptives” option from the main menu.

Obtaining Standardized (z) Scores

3.

A dialogue box will then appear for you to choose the variables of
interest.

Select the variables you wish to analyze by clicking on them and hitting
the arrow to move them into the “variables” box.

Be sure that “Save standardized values as variables” is checked.
Without this checked, you will not get the standardized scores.

If all you wish are the standardized scores (with descriptive summary
statistics), click “OK.” A separate window with the output will appear.
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Obtaining Descriptive Statistics

To obtain summary statistics, select “Options.” Another dialogue box
will appear.

In this box, you can request that SPSS calculate the mean, variance, and
standard deviation (and other statistics).

Once you have selected the desired statistics, click “Continue.” This will
return you to the original dialogue box.

Viewing Standardized Scores

10. After clicking on “OK” in the original dialogue box, a separate window

11.

with the output will appear.

Finally, note that the standardized variables are not included in the
output. Rather, they are saved as new variables in the data view
window. These variables can be used in subsequent analyses.

(7]
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Obtaining the Compute Menu

12. In addition to (or instead of) calculating standardized scores, you can
perform other data transformations. First, enter the data (described
elsewhere).

13. After the data are entered, select the “Transform — Compute
Variable” option from the main menu.

Calculating Other Transformations

14. A dialogue box will then appear for you to choose the variables of
interest to transform.

15. Under “Target Variables,” type the name of the new variable that you
are creating. Here “trOutcome” is the name of the new variable.

16. In the “Numeric Expression” box, type the formula that will be used in
the transformation. In this example, the “trOutcome” is calculated by
taking the original score and adding one.

17. After clicking on “OK” in the original dialogue box, the transformed
variables will appear in the data view window. These variables can be
used in subsequent analyses.

File

BRI BT R R

13 *onesample.sav [DataSet1] - IBM SPSS Statistics Data Editor = o %
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Programmabslity Transformation
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400
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i@ Date and Time Wizard
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&M Replace Missing Values
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< »
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Your data have now been analyzed!



Correlations

Selecting the Analysis

First, enter data involving multiple variables. This is described
elsewhere.

After the data are entered, select the “Analyze — Correlate —
Bivariate” option from the main menu.

Obtaining Inferential Statistics

3.

A dialogue box will then appear for you to choose the variables of
interest.

Select the variables you wish to analyze by clicking on them and hitting
the arrow to move them into the “Variables” box.

By default, SPSS will have the “Pearson” box checked. This provides the
correlation coefficient we discussed. Similarly, having “two-tailed” and
“flag significant correlations” will create and display the significance
tests (discussed later in the class).

If all you wish is a table of correlations (with no descriptive statistics),
click “OK.” A separate window with the output will appear.

r
#8 *repeated sav [DataSet3] - IBM SPSS Statistics Data Editor — (u] =
File [Edit View [Data Transform Analvze Graphs  Lhilities Extensions Window Help

it g - Power Analysis » Leiinis] A \ |z|
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& Outcome1 & Outcome2 Descriptive Statistics > v v v
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2 00 7.00
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Mixed Models *
Correlate * [ Bivariate
Regression > EPatial
1 »
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Dimension Reduction >
Scgle »
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< Forecasting » N =
Sunwval »
Ovendew  Data View Varable View
L B — Multiple Response »
L
File Edit View Data Transform Analyze Graphs Utilties Extensions Window Help
HLQH.---- e d Sl 4L EEEE Walo
: 18 Bivariate Correlations x
18 ¥ 2 of 2 Variables
& Outca Variables ) B ar
1 [ Outcome 1 [Outcome1] J| L Qptions ] &
2 & Outcome 2 [Outcome2] r — 1
3 . L - J
4 - Bo
Confidence interval
Comelation Coefficients
] Pearson [] Kendall's tau-b [ ] Spearman
Test of Significance
® Iwo-tailed O One-tailed
[~ Elag significant correlations [_] Show only the lower triangle ]
. = . .
< | »
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Obtaining Descriptive Statistics

10.

If you wish to get the descriptive statistics as well, select the “Options”
button.

Another dialogue box will appear where you can choose various
statistics. Select “Means and standard deviations” and “cross-product
deviations and covariances.”

When you are done, click “Continue.” This will return you to the original
dialogue box.

Now click “OK” in the original dialogue box. A separate window with
the output will appear.

@
Eile

e W N -

Edt View Data Transform Analyze Graphs (Utilities Extensions Window Help
= e R =Tl 4k EMER ACTZ
. ]

@

¥ 2 of 2 Variables

& Outca Vanables b =
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43 Bivariate Correlations: Options X [ tyle ]

Statistics } Bootstrap '\

Means and standard deviations
Cross-product deviations and covanances

Missing Values
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Test of Significance = [ [ |
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ERR [ 2aste | Reset |[cancel|[ Help |

<
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Your data have now been analyzed!



Confidence Intervals

Selecting the Analysis

1.

2.

First, enter the data (described elsewhere).

After the data are entered, select the “Analyze — Descriptive Statistics

—> Explore” option from the main menu.

Obtaining Inferential Statistics

3.

A dialogue box will then appear for you to choose the variables of
interest.

Select the variables you wish to analyze by clicking on them and hitting
the arrow to move them into the “Dependent List” box.

Be sure that “Statistics” is checked. This will limit your output to basic
descriptive statistics and confidence intervals.

If you do not wish to alter the default (95%) confidence level, click
“OK.” A separate window with the output will appear.
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Altering the Confidence Interval @

Ele Edit View Data Transform ";;** T e TR L
&3 Explore: Statistics X
) \ o B A 3
7. If you wish to alter the width of the confidence interval, select the H&e 0 e Dlbescried E 0d @ E!
“ istics” 18 ta ) Confidence Interval for Mean: [o5 % Visible: 1 of 1 Varisbles
Statistics” button. e : r % , _

[ M-estimators

1 00 e
. ) . [ Qutliers ilahshcs
8. Another dialogue box will appear where you can change the confidence : = ] Percentiles :
level. When you are done, click “Continue.” This will return you to the : . ® = ‘
Opt
original dialogue box. 5 700 ° ;
7 400 ) loc |
8 9.00
9. After clicking on “OK” in the original dialogue box, a separate window ,
with the output will appear. 11 Display
12 OBoth @
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Your data have now been analyzed!



One Sample t Test

Selecting the Analysis #A “onesample.sav [DataSet1] - 1BM SPSS Statistics Data Editor - a x|
File [Edit View Data Jransform Analyze Graphs Utilities Extensions Yindow Help
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1. First, enter the data (described elsewhere). = N ki - id @
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. er the data are entered, selec e nalyze ompare eans - = Bayesian Statistics 5
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3 One-Way ANOVA
Regression >
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Dimension Reduction >
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Overvew Data View Vanable View Surval >
. . . . . 5 +
Obtaining Inferential Statistics @

File Edt View [Data Transform Analyze Graphs Utilities Extensions Window Help

1 & 1] = - M R Ada
3. A dialogue box will then appear for you to choose the variables of HE L e *ﬂ—* Fl‘ AR EE S O UE
. 18 : Visible: 1 of 1 Vanables
interest. & @ T8 One-Sample T Test X by
! Test Variable(s) ) =
4. Select the variables you wish to analyze by clicking on them and hitting i & Outcome [Outcome]
the arrow to move them into the “Test Variables” box. - [Bootstra
& r o
5. Be sure to enter a known or hypothesized mean into the “Test Value” : Ad

field. If you do not enter a value here, SPSS will automatically use zero
as the comparison mean.

Test Value b Estimate effect sizes

6. Check the “Estimate effect size” to get Cohen’s d. RO Bacie [ Reost |[Cance][ T |

7. If you do not wish to alter the default (95%) confidence level, click

“OK.” A separate window with the output will appear. ¢ — 2
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Altering the Confidence Interval

10.

If you wish to alter the width of the confidence interval, select the
“Options” button.

Another dialogue box will appear where you can change the confidence
level. When you are done, click “Continue.” This will return you to the
original dialogue box.

After clicking on “OK” in the original dialogue box, a separate window
with the output will appear.
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Your data have now been analyzed!



Paired Samples t Test

Selecting the Analysis

1.

2.

First, enter the data (described elsewhere).

After the data are entered, select the “Analyze — Compare Means —>
Paired-Samples T Test” option from the main menu.

Obtaining Inferential Statistics

3.

A dialogue box will then appear for you to choose the variables of
interest.

Select the variables you wish to analyze by clicking on both of them
while holding down the “CTRL” key. Then click on the arrow to move
the pair of variables to the “Paired Variables” box.

Check the “Estimate effect size” box to get Cohen’s d.

If you do not wish to alter the default (95%) confidence level, click
“OK.” A separate window with the output will appear.
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Altering the Confidence Interval @
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Your data have now been analyzed!



Independent Samples t Test
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Defining the Groups to be Analyzed

7. In order to tell SPSS which two groups you wish to compare, click on
the “Define Groups” box.

8. A new dialog box will appear. Here you will need to indicate the
numeric values you used in setting up the data file to refer to the
groups. In this example, a value of 1 for the variable “group” referred to
Group 1 and a value of 2 for the variable “group” referred to Group 2.

9. When you are done, click “Continue.” This will return you to the original
dialogue box.

10. If you do not wish to alter the default (95%) confidence level, click
“OK.” A separate window with the output will appear.

Altering the Confidence Interval

11. If you wish to alter the width of the confidence interval, select the
“Options” button.

12. Another dialogue box will appear where you can change the confidence
level. When you are done, click “Continue.” This will return you to the
original dialogue box.

13. After clicking on “OK” in the original dialogue box, a separate window
with the output will appear.
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OneWay ANOVA

Selecting the Analysis

First, enter the data. This is done in the same manner as entering two
sample data (described elsewhere) but with additional groups.

After the data are entered, select the “Analyze — Compare Means —
One-Way ANOVA” option from the main menu.

Obtaining Inferential Statistics

3.

A dialogue box will then appear for you to choose the variables of
interest.

Select the outcome variables you wish to analyze by clicking on them
and hitting the arrow to move them into the “Dependent List” box.

Move the variable that defines the different groups to the “Factor” box.
SPSS will not ask you to define the groups you wish to compare; it
simply will compare all groups defined by the factor.

Check “Estimate effect size for overall tests” to obtain eta-squared.
If all you wish is an ANOVA source table (with no descriptive statistics

or post hoc tests), click “OK.” A separate window with the output will
appear.
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Obtaining Descriptive Statistics

8.

10.

If you wish to get the means, standard deviations, standard errors, and
95% confidence intervals for each group, select the “Options” button.

Another dialogue box will appear where you can choose various
statistics. Select “Descriptive.” When you are done, click “Continue.”
This will return you to the original dialogue box.

If all you wish is an ANOVA with the descriptive statistics (and no post
hoc tests), click “OK.” A separate window with the output will appear.
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Post Hoc Comparisons
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Obtaining Descriptive Statistics

7.

If you wish to get the means, standard deviations, standard errors, and
95% confidence intervals for each group, select the “Options” button.

Another dialogue box will appear where you can choose various
statistics. Select “Descriptive.” When you are done, click “Continue.”
This will return you to the original dialogue box.

If all you wish is an ANOVA with the descriptive statistics (and no post
hoc tests), click “OK.” A separate window with the output will appear.

Obtaining Post Hoc Tests

10.

11.

12.

If you wish to obtain post hoc tests for the purpose of making
comparisons between groups, click the “Post Hoc” button.

Another dialogue box will appear where you can choose which post hoc
tests you wish. Select “Tukey” to get Tukey HSD post hoc tests. When
you are done, click “Continue.”

After clicking on “OK” in the original dialogue box, a separate window
with the output will appear.
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Repeated Measures ANOVA

Selecting the Analysis

1.

2.

First, enter the repeated measures data. This is described elsewhere.

After the data are entered, select the “Analyze — General Linear
Model — Repeated Measures” option from the main menu.

Labeling the Within-Subjects Variable/Factor

3.

A dialogue box will then appear for you to create the repeated
measures factor. This box is necessary because SPSS does not yet know
which columns you wish to identify as repeated measurements of the
same underlying factor.

In the “Within-Subject Factor Name” box, type in the name you wish to
give to the repeated measures factor. In this example, since the
measurements/columns reflect quizzes at two different times, “Time” is
used as the name.

In the “Number of Levels” box, indicate the number of levels of the
within-subjects factor. In this example, the quiz was given twice, so
there were 2 levels of the factor.
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Creating the Within-Subjects Factor

6.

It is then important that you finalize the creation of the within-subjects
factor by clicking on the “Add” button. This officially declares the new
factor in SPSS.

Note that this factor only exists in the computer’s memory. For
examples, nowhere in the data set will you see a variable called “Time.”

When you have done this, click on “Define.” This will take you to the
next step in setting up the analysis.

Obtaining the Inferential Statistics

9.

10.

11.

A dialogue box will then appear for you to define which
columns/variables reflect the levels of the within-subjects factor.

Select the outcome variables you wish to analyze by clicking on them
and hitting the arrow to move them into the “Within-Subjects Variable”
box. In this example, “Outcomel” reflects the first level of the factor
and “Outcome?2” reflects the second level of the factor.

If all you wish is are ANOVA source tables (with no descriptive statistics
or comparisons), click “OK.” A separate window with the output will
appear.
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Obtaining Descriptive Statistics

12.

13.

14.

If you wish to get the means, standard deviations, standard errors, and
95% confidence intervals for each group, select the “Options” button.

Another dialogue box will appear where you can choose various
statistics. For means and standard deviations, select “Descriptive.”
Check “Estimates of effect size” to get eta-squared. When you are
done, click “Continue.” This will return you to the original dialogue box.

After clicking on “OK” in the original dialogue box, a separate window
with the output will appear.

Obtaining Confidence Intervals

15.

16.

17.

18.

If you wish to get the confidence intervals for each mean, select the
“EM Means” button.

Another dialogue box will appear where you can specify the Factor.
Move the relevant term to the “Display Means” box.

When you are done, click “Continue.” This will return you to the original
dialogue box.

After clicking on “OK” in the original dialogue box, a separate window
with the output will appear.
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Selecting the Analysis

1. First, enter the data (described elsewhere).

2. After the data are entered, select the “Analyze — General Linear Model

—> Univariate” option from the main menu.

Obtaining Inferential Statistics

3. A dialogue box will then appear for you to choose the variables of

Factorial ANOVA
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Obtaining Descriptive Statistics

10.

If you wish to get the means and standard deviations for each group,
select the “Options” button.

Another dialogue box will appear where you can choose various
statistics. Select “Descriptive statistics.” If you wish to get eta-squared
measures for each factor (and the interaction), click on “Estimates of
effect size.”

When you are done, click “Continue.” This will return you to the original
dialogue box.

After clicking on “OK” in the original dialogue box, a separate window
with the output will appear.

Obtaining Confidence Intervals

11.

12.

13.

14.

If you wish to get the confidence intervals for each mean, select the
“EM Means” button.

Another dialogue box will appear where you can specify which effects
(main effects and interactions) to analyze. Move the relevant terms to
the “Display Means” box.

When you are done, click “Continue.” This will return you to the original
dialogue box.

After clicking on “OK” in the original dialogue box, a separate window
with the output will appear.
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